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Motivation

Systems have increasingly been controlled by voice and they 
can understand WHAT was said or asked.



Motivation

However, systems still lack empathy because they cannot 
interpret HOW the communication was portrayed.

What if I were angry? What if I were sad?

This chair is good.



Motivation
Emotion Classification: Text + Audio + Video. [Rao et al., 2015]

Acoustic features are often extracted using tools not embedded into the 
classification model. [Poria et al., 2017]

Raw audio waveforms achieved great results for speech generation, 
modelling and recognition. [Van den Oord et al., 2016; Hoshen et al., 2015] 

Attention models focus on the most important features. [Xiao et al., 2015]



Proposal

Anger

Happiness
Neutrality

Sadness
I’ve been so happy lately.

Feature Fusion
+

Classification



Contributions
1) Deep learning model that classifies emotional speech using raw audio 

waveforms and transcriptions.
2) Model capable of extracting features from raw audio waveforms.
3) Interpretability study in the classification task.
4) Analysis of possible emotional words in the IEMOCAP dataset.



Dataset - IEMOCAP
10 speakers

5000+ utterances

State of the art (acoustic + textual features) → 0.721 accuracy. [Hazarika et al., 2018]

Anger Happiness

Neutrality Sadness



Model



Audio Model
Feature extraction: ● Convolutional layers.

● Adaptive pooling.
● GRU - RNN.



Text Model
Utterance embedding: ● Subsampling:

● Trainable and pre-trained word embeddings.
● Convolutional layers with max pooling. [Kim, 2014]



Concatenation and addition:

Combining Text and Audio



Combining Text and Audio
Attention:

Audio features

Text features

y



Results
Trainable word embeddings Pre-trained word embeddings



Results
Mutual information and ratio between predictions and appearances in testing set:



Discussion
Overfitting → small size of dataset

We believe our model can learn more meaningful features with more data →

higher ceiling for improvement

 



Discussion
Non emotional words mispredictions → lack of data and context

Speech fillers → do not support emotional speech

Laughter tag → happy part of speech
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Discussion

Neutrality is hard to classify → central part of speech.

Happiness and Sadness are the best performers.
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Discussion
But no words classified as sad actually have an emotional connotation.
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Discussion
Black box models are hard to interpret → Attention.

Small standard deviation.

Pre-trained word embeddings were 
trained with extensive data.
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Conclusion
We believe our deep learning model can learn more meaningful features with 
more data.

Neutrality vs. Happiness and Sadness.

Using embeddings trained with extensive data improved the model and increased 
their importance.



Future Work

Develop new dataset.

Explore temporal dimensionality of speech such as context.



Future Work

Other machine learning methods for better interpretability.
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